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Abstract—Travel time estimation is an important aspect of Intelligent Transportation Systems (ITS). In urban environments, travel times can exhibit much variability due to various stochastic factors. For this reason, we focus on estimating travel time distributions, in contrast to the more commonly studied estimation of mean expected travel times. We present algorithms to infer travel time distributions from Floating Car Data (FCD), specifically, from sparse GPS measurements. The framework combines Gaussian copulas and network inference to estimate marginal and joint distributions of travel times. We perform an extensive set of numerical experiments on one month of GPS trajectories. We benchmark the proposed models in terms of Kullback-Leibler divergence and Hellinger distance for the 50 most common trajectories. Combining Gaussian Copulas and Bayesian Inference of Sparse Networks (BISON) method achieves 4.9% reduction in KL divergence and 2% reduction in Hellinger distance compared to baseline methods.
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I. INTRODUCTION

Intelligent Transportation Systems (ITS) aim to decrease traffic congestion, reduce fuel consumption, and improve other aspects of transportation. Travel time information plays a crucial role in different ITS applications, such as stochastic routing [1], ridesharing [2], and traffic monitoring [3]. Better estimates of travel time can improve the overall performance of such systems, leading to more accurate information for the users including better routes and better transportation options [4]. Another crucial aspect for ITS users is the variation of travel time, affecting all of the above use cases. However, most of the previous studies [5]–[9] attempt to estimate expected travel times. Recent studies [10]–[14] on distribution estimation usually deal with origin-destination (OD) pairs or dense GPS data, instead of sparse GPS trajectories. Sparse GPS data is commonly acquired by vehicles, therefore, estimating travel time distributions from such data is an important topic. Nevertheless, the literature on this topic is very limited.

In this paper, we present novel ways to infer the travel time distributions from sparse GPS data. We aim to develop a method which is able to reliably estimate travel time distributions from sparse GPS data. This will allow utilizing more easily obtainable data to provide the benefits to ITS applications. In our approach, we infer the covariance structure of travel times in the road network. As a result, the method is able to reliably learn the distribution between any origin-destination pair. To estimate the covariance structure, we combine Gaussian copula with the recently developed Bayesian network inference algorithm [15] which yields more accurate network structures and precision matrices compared to graphical lasso [16]. The main advantage of this approach is the ability to handle variables with a different number of observations. The proposed method does not require more expensive, high-resolution data and is well-suited for sparse, low-resolution GPS trajectories. We perform extensive numerical experiments on a large dataset of sparse GPS recordings to validate the proposed method. Interestingly, the proposed approach may also be applied to high-resolution data, after it has been downsampled to low-resolution data; such approach might be viable when the available computational resources are limited.

We consider a dataset provided by one of the major taxi companies in Singapore. It contains GPS positions sampled by a fleet of over 15,000 taxis during the period of August 2010. In total, approximately 12 million trips are included in the dataset. Each position (latitude and longitude) is accompanied by a timestamp and the status of the taxi. Each vehicle records this data with a certain sampling interval. Due to the large size of the network (several thousand links) and large sampling intervals (60 seconds on average), we divide the dataset into 1-hour intervals. For each interval, we infer travel time distributions from 70% of the paths, randomly selected in that interval, and then evaluate the inferred distributions by computing Kullback-Leibler divergence and Hellinger distance with the empirical distribution of travel time for the remaining 30% of the paths. Our proposed model utilizes Gaussian copulas and Bayesian inference of sparse networks (BISON, [15]) framework and outperforms baseline methods by 4.9% in terms of the KL divergence and 2% in terms of the Hellinger distance. We also investigate the performance of the proposed model by training travel time models on data from time intervals of varying length, and comparing those models to empirical travel time distributions from later time intervals.

The rest of the paper is organized as follows. In Section II we summarize the literature on the problem of estimating travel times and travel time distributions. In Section III we describe our approach in detail. In Section IV we present and discuss the results of our experiments on Singapore taxi data. In Section V we offer concluding remarks and ideas for future research.

II. RELATED WORK

Travel time estimation is a well studied topic in the literature [5]–[9], [17]–[23]. Most of the previous studies deal with the
estimation and prediction of travel times, without providing confidence intervals on these estimates [5]–[9]. Recently, travel time distribution estimation received more attention [10]–[14]. The problem of estimating the travel times and travel time distributions heavily depends on the sources of data. These sources include inductive loop detector data, probe vehicles, and video streams from traffic cameras.

One of the most common sources is data from loop detectors and similar equipment installed on the roads. Depending on the type of the detector, loop detectors can record different traffic parameters such as flow and speed. There are several common travel time estimation techniques for this type of data. Certain models are rooted in traffic flow theory [5], [6], while other techniques are data-driven and do not require theoretical traffic models. Time-series analysis is a family of data-driven techniques [7]–[9] that include SVR [7] and Artificial Neural Networks (ANN) [18], [19]. Kalman filters, another time-series based approach, have also been applied to travel time estimation; for example, Dailey et al. [20] apply Kalman filters to estimate travel time based on occupancy and volume data from loop detectors.

Probe vehicles are another viable source of travel time data. These vehicles are supplied with GPS systems that record location data and timestamps (and sometimes other information such as speed) with a certain sampling interval, usually from every few seconds to more than a minute. GPS data also poses a number of different challenges related to the nature of data, including location data errors, and the sparsity of the signals both in terms of sampling interval and number of probe vehicles. Due to the popularity of GPS devices, there is an increasing number of studies about this kind of data [10]–[13], [24]–[28] aiming to overcome the mentioned challenges. Statistical models such as Gaussian mixtures [29], copulas [12], [13], and regression methods [28] are commonly applied to GPS data, in addition to graphical models such as Markov chains [24], [29] and Bayesian Networks [25].

In the following, we briefly review studies concerning estimation of travel time distributions. An important consideration for studies with probe vehicles data is the sampling interval, i.e., how often vehicles report their location. Sampling intervals in the literature range from around one second [11] to only reporting origin and destination [26]. In Table I we summarize some of the more relevant studies.

Ramezani & Geroliminis [24] proposed modeling travel time distributions with Markov chains. For each pair of consecutive links they build a 2D diagram of travel times. Next, they apply heuristic grid clustering to this diagram to compute a state of the travel time for these particular links. They apply Markov chains to compute the transition probabilities and travel time distributions. This approach produces good distribution estimates even for arterial links, however, it requires high-resolution travel time data. Hunter et al. [25] proposed to apply Bayesian networks for travel times estimation using only origin-destination pairs as input data. They applied Expectation-Maximization (EM) algorithm to handle path uncertainty. The approach showed promising results, however, it assumes independence of link travel times. As a next step, Hunter et al. [11] proposed a different method for travel time distributions estimation. They developed an approach for dense GPS data sampled at 1Hz that infers the number of stops made by a vehicle on a particular road segment. In that study, travel...
time distributions were estimated using Markov model for the number of stops coupled with a Gaussian Markov Random Field. The proposed model performed better than the baseline ones, however, the method requires high-resolution data.

Another promising approach for travel time distribution estimation from probe vehicle data is graphical models [12–14], [25]. Wan & Kornhauser [13] applied graphical lasso and Gaussian copulas for travel time estimation. They approximate the path travel time distribution by the sum of a series of conditional path travel time distributions. These distributions are conditioned on a lag vector (a vector of entering times experienced by a vehicle to each link in the path). In this framework the dependence between the travel times at different edge takes into account the time lag along the trip. To address the possible low number of observations, lagged Gaussian copula parameters are estimated by the graphical lasso method to achieve a sparse precision matrix. In [12] Wan introduced Gaussian Copula Mixture Models (GCMM) for path travel time estimation. In this approach, the travel times are modeled for different scenarios. To compute the total travel time for a given path, they integrate the conditional path travel time distributions over a set of path scenarios. Each scenario represents certain traffic conditions and the statistical dependence between travel times at different links in each scenario is stationary. The parameters of each Gaussian copula are again estimated via the graphical lasso. However, the numerical results in [12] are quite limited, since only three paths consisting of less than 15 links each are considered.

In earlier work [14], we combined Gaussian copulas and the graphical lasso approach to infer the travel time distributions for parts of the Singapore network. In this paper, we conduct a more in-depth study with a larger dataset, containing more trajectories and spanning a larger time period. We also propose a Bayesian framework that goes beyond the graphical lasso, and is able to deal with sparse GPS data in a large network. Sparse GPS data is easier to obtain and more common than high-resolution GPS data. Therefore, the proposed framework can more widely be utilized. To address the drawbacks of the graphical lasso method [12]–[14], we propose to apply a novel Bayesian Inference of Sparse Networks (BISN) [15] method. The graphical lasso method does not take into account the difference in the number of vehicles traversing different links, while BISN allows us to accurately model travel time distributions for the usual scenario where some links are more frequently traversed than others. At the same time, it has lower computational complexity. We investigate the effect of using copulas for path travel time modeling and how the estimation performance depends on various factors such as path length, day of the week, and hour of the day.

Previous studies described above are either limited to small networks or time frames [12], [13], [29], require hard-to-obtain high-resolution GPS data [11], [24] or both. Moreover, some of the studies require strong assumptions on travel time distributions, such as independence, Gaussianity and others. In contrast, the proposed method is able to estimate the travel time distributions for paths in a large traffic network, based on sparse data, without assumptions on link travel time distributions while also taking the variable link coverage across the network into account.

III. METHODOLOGY

A. Approach

We will first describe the problem statement, next we will outline our statistical modeling approach. We aim to estimate travel time distributions of paths in a transportation network from sparse GPS data. We are provided with 1 month (August of 2011) of taxi GPS data from one of the taxi companies in Singapore. Each data point contains geographical coordinates, taxi identifier, timestamp, and current state. The possible values for the latter are FREE (the taxi is looking for passengers), ON CALL (the taxi has received a booking and is on its way to pick up the client), POB (passenger on board), and periods of inactivity. We are interested only in trips made in the POB state, since they typically represent the real traffic conditions. This particular dataset has been studied in [17], where it is shown that traffic patterns can be inferred from taxi trajectories, and only 700 (out of more than 15,000) to obtain a network coverage of 70%. From this collection of GPS trajectories, we wish to infer the travel time distribution for any path in the network for one-hour intervals.

In the following, we will outline our statistical modeling approach for travel time distributions. We model the travel times associated with paths in a network as a multivariate Gaussian or copula Gaussian random variable. A path consists of multiple links, and its travel time is a sum of individual link travel times, each modeled as a random variable; in multivariate copula Gaussian models, the travel times at individual links are not necessarily Gaussian distributed. In order to determine the distribution of the path travel time, we need to infer how the travel time at each link depends on the travel time at the other links. In both Gaussian and copula Gaussian models, this statistical relationship is fully captured by the covariance matrix $\Sigma$ and its inverse (precision matrix $K$). The precision matrix encodes the dependency among different variables in an elegant manner: if two variables $x_i$ and $x_j$ are conditionally independent, the corresponding element $K_{i,j}$ in the precision matrix is zero.

We model the network as a graph $G = (V, E)$, where $V$ is a set of vertices, representing nodes in the network (such as intersections), and $E$ is a set of arcs, representing road links (26,972 in the network at hand). We define the path as a sequence of consecutive road links and the trajectory as a path traversed by a taxi. For each trajectory, we know the timestamp of the taxi arriving at the first link in the path and the timestamp of it leaving the last one. The general overview of our proposed approach is displayed in Fig. 1. First, we convert the raw GPS coordinates data into paths matched onto the graph $G$ by means of the HMM-based algorithm proposed in [30].

Next, from these projected paths along with the reported timestamps we compute travel times for each individual link. We assume a constant speed of the taxi throughout all links in a given path. Then we calculate travel time for each link proportionate to the link length. We will refer to this approach as the “scaling method” (cf. Section C). Approaches based
on proportions are commonly considered in studies dealing with sparse GPS trajectories [31], [32]. In the dataset at hand, all road links are covered by a large number of different trajectories. In some cases, only a subset of links is congested for a given path during the current time interval. However, when we compute travel times of individual links we do this irrespective of any particular path. This implies that travel times for each congested link will be partially computed from trajectories covering only congested links. Due to the amount of data, congested links will have larger travel times and vice versa. At the same time, the proposed distribution estimation method (namely, combining Gaussian copulas with Bayesian network inference) can be applied together with any other individual link travel time computation approach. For example, a tensor-based approach [10] can be utilized.

In order to model the non-Gaussian distribution of these travel time estimates, we apply Gaussian copulas, transforming the non-Gaussian travel time estimates into Gaussian random variables (cf. Section F).

Fig. 2. Illustration of the scaling method (3) for computing link travel times from path travel times. In this example, the path (blue dashed line) contains four links (black arrows).

After this transformation, we compute the Partial Empirical Covariance Matrix (PECM; cf. Section E). It serves as a baseline method to infer the covariance structure of the travel times at the different links in the transportation network. Next, we apply the graphical lasso algorithm [16] (graphical lasso; cf. Section G) to the PECM, in order to impose sparsity on the precision matrix, yielding a more accurate estimate of the covariance matrix of the travel times. Besides the graphical lasso method, we also apply an alternative to graphical lasso, named “Bayesian Inference of Sparse Networks” (BISN; cf. Section H), as it has been shown to lead to more accurate estimates of sparse networks from data [15]. As a result, this method is able to take into account the fact that the number of data points (travel times) typically varies across the links. By contrast, in the graphical lasso approach, one implicitly assumes that each link has the same number of data points (travel times). Indeed the graphical lasso is directly applied to the PECM, and no confidence levels on the elements of the PECM are provided; these confidence levels depend on the number of data points associated with each pair of links. Another important advantage of BISN is its lower computational complexity; the computational complexity of BISN only scales quadratically with the number of variables (links in the transportation network), while the graphical lasso has cubic computational complexity.

From the transformed travel times obtained by the scaling method, we compute the mean travel times and their empirical covariance matrix; we apply the graphical lasso and BISN to the latter, in order to obtain more reliable estimates of the covariance matrix. As a result, we obtain a multivariate copula model of the travel times specified by the mean vector of travel times and the covariance matrix; the latter is either obtained by the graphical lasso or BISN, and we will assess both approaches in this paper. Path travel time estimates are computed by sampling from the joint distribution of the links in the path. The approach is described in Sections H and I. For evaluation, we select the 50 most common trajectories in the network, and compare the obtained distribution with the empirical one. Specifically, we compute two different measures, i.e., the Kullback-Leibler (KL) divergence and the Hellinger distance between the empirical distribution of travel times and the marginal distributions obtained from the different travel time models.

In the following, we will explain each step in the travel time modeling pipeline.

B. Preprocessing

Data from probe vehicles tends to be noisy; the location information typically only has an accuracy of 5m to 10m. Therefore, it is important to preprocess the data and project the GPS points onto the road network. This procedure is called map matching (MM), and several methods have been proposed for this purpose, including geometric, topological, probabilistic and artificial intelligence based approaches [33]. Since the GPS data considered in this paper is sparse, we apply a map matching algorithm based on Hidden Markov Models that is particularly well suited for such sparse data [30]. For this algorithm, each possible road segment is represented as a hidden state with its observation probability $p(\text{observation})$ depending on the distance between the trajectory point and the segment $d$, road segment width $2w$ and standard deviation of GPS error $\delta_g$:

$$p(\text{observation}) = \frac{1}{2w} \int_{-\frac{w}{\delta_g}}^{\frac{w}{\delta_g}} e^{-\frac{(l-d)^2}{2\delta_g^2}} \, dl. \quad (1)$$

The emission probability $p(\text{observation}|r)$ is defined as:

$$p(\text{observation}|r) = \frac{v_{\text{max}}}{\max(0, v_{\text{obs}} - v_{\text{max}}) + v_{\text{max}}} p(\text{observation}), \quad (2)$$

where $r$ is the candidate segment, $v_{\text{obs}}$ is the observed speed and $v_{\text{max}}$ is the speed limit. The ratio in (2) represents the speeding penalty factor.

In [30] the authors apply SVM to compute the transition probability between states. They determine the most likely sequence of road segments by means of a modified Viterbi algorithm. We refer the reader to [30] for more details.

C. Link Travel Time Estimation Using Scaling Method

After obtaining map matched data, we compute travel times for each link. One of the most straightforward methods to achieve this is to assume that a taxi vehicle has a constant
average speed throughout the whole multi-link path. We compute the travel time \( t_i \) for a link \( i \) with length \( \ell_i \) by rescaling the path travel time \( T_P \) as follows:

\[
t_i = \frac{\ell_i T_P}{\sum_{j \in P} \ell_j}.
\]

(3)

We provide an illustration of this calculation in Fig. 2. After computing these estimates from all the trajectories (from different taxis) we average values for each link to compute the mean travel time.

To improve the accuracy of these intermediate travel time estimates we incorporate information about the position of the trajectory point on the road segment. Let the mapped trajectory point on the first segment \( j_1 \in P \) be \( A \) and the point on the last segment \( j_K \in P \) be \( B \), where \( K \) is the total number of GPS points along path \( P \). Let \( \ell_1 \) be the distance between \( A \) and the last point of \( j_1 \) and \( \ell_K \) be the distance between \( B \) and the last point of \( j_K \). We calculate the travel times estimate \( t_i \) as follows:

\[
t_i = \frac{\ell_i T_P}{\ell_1 + \ell_K + \sum_{j=2}^{K-1} \ell_j}.
\]

(4)

By taking into account the location of the first and last GPS point along the first and last link more carefully, the estimate (4) becomes more accurate compared to (3).

D. Gaussian Copula

An obvious choice for the travel time distribution might be Gaussian or lognormal distributions. However, as Fig. 3 shows for the most common trajectory, both distributions are poor fits for the empirical travel time data. Instead we applied Gaussian copulas, allowing to fit a more flexible distribution to the data. A Gaussian copula with \( p \) dimensions is defined as:

\[
C(t_1, \ldots, t_p) = \Phi_p(\Phi^{-1}(t_1), \ldots, \Phi^{-1}(t_p); \Sigma),
\]

(5)

where \( \Phi \) is the CDF of standard normal distribution and \( \Phi_p(\ast; \Sigma) \) is the CDF for a \( p \)-dimensional multivariate Gaussian distribution with zero mean and covariance matrix \( \Sigma \).

We transform observed travel times \( t_i \) at link \( i \), obtained by the scaling method (4), into Gaussian distributed values by the probability integral transform:

\[
\tilde{t}_i = \psi^{-1}(F_i(t_i)),
\]

(6)

where \( F_i \) is the distribution function of the travel times at link \( i \), and \( \psi^{-1} \) is the inverse error function.

The distribution \( F_i \) is inferred from a finite number of samples. In practice, we compute \( F_i \) by first calculating the cumulative histogram of the samples, and applying linear interpolation to the values of the cumulative histogram.

E. Empirical Covariance Matrix

In the proposed travel time modeling pipeline, we estimate the covariance of the travel times at the links in the transportation network. To this end, we compute the empirical covariance matrix \( S \). Specifically, we compute the Partial Empirical Covariance Matrix (PECM) [11] by calculating covariances for every pair \((i, j)\) of links separately:

\[
\hat{S}_{i,j} = \beta_{i,j} \langle t_i t_j \rangle - \langle t_i \rangle \langle t_j \rangle,
\]

(7)

where \( \langle \cdot \rangle \) is the average travel time (obtained by the scaling method (3)) computed across all paths \( P \) that contain the link \( i \), while the average \( \langle t_i t_j \rangle \) is computed across all paths \( P \) that contain links \( i \) and \( j \). To avoid the matrix being negative semi-definite, we introduce scaling coefficient \( \beta_{i,j} \) so that all elements \( \hat{S}_{i,j} \) have the same variance as proposed by Hunter et al in [11]:

\[
\beta_{i,j} = \sqrt{\frac{\langle t_i^2 \rangle \langle t_j^2 \rangle}{\langle t_i^2 \rangle + \langle t_j^2 \rangle}},
\]

(8)

where \( \langle \cdot \rangle \) is computed across paths that contain both link \( i \) and link \( j \). We set \( \hat{S}_{i,j} \) to be zero if less than 5 trajectories contain these two links. Indeed if two links rarely occur together in the same path, most likely the travel times along those links are to a good approximation independent.

F. Graphical lasso

In the setting of sparse GPS data, the amount of data is limited and the network is large. Therefore, it is hard to infer the full precision matrix reliably. For such scenarios, it is a common practice to assume that the precision matrix is sparse, and to apply the graphical lasso approach [16]:

\[
\hat{K} = \arg \min_K (\text{Tr} \, SK - \log \det K + \alpha \| K \|_1).
\]

(9)

This procedure imposes an \( L_1 \) penalty, resulting in a sparse precision matrix \( \hat{K} \). The inverse of the estimate \( \hat{K} \) is a reliable estimate of the covariance matrix. We apply the coordinate descent implementation [16] to solve the optimization problem (9). To estimate the precision matrix, the algorithm is applied to PECM introduced in the previous section (7).
G. Bayesian Inference of High-Dimensional Sparse Networks

Up to this point, the model did not take into account the fact that some links are traversed by taxis more often than others. This affects the estimates of the covariances between links due to the difference in the uncertainty about the estimate. For example, if one link pair has a few simultaneous observations and another link pair has several times more observations, these covariance estimates should be treated differently when inferring the sparse precision matrix. To address this, we employ Bayesian Inference of High-Dimensional Sparse Networks framework (BISN) [15]. Instead of modeling precision matrix like the graphical lasso, BISN deals with LDL (lower-upper) decomposition of the precision matrix. In that case, the probability density function (PDF) of the Gaussian model with precision matrix \( K = LDL^T \), where \( L \) is a lower triangle matrix and \( D \) is diagonal, can be written as:

\[
p(t|L, D) = \prod_{j=1}^{p} D_{j,j} \exp(-\frac{1}{2} t^T LDL^T t). \tag{10}
\]

BISN imposes a spike and slab prior to obtain sparse precision matrix \( K \). The posterior distribution of the elements in the LDL decomposition are computed approximately by a variational Bayes approach. BISN introduces a coefficient \( \gamma \) for each element in \( K \) and treats \( \gamma \) as a random variable. This allows BISN to take into account the fact that different variables can have a different number of observations. In contrast with the graphical lasso, where the corresponding \( \alpha \) parameter is a fixed constant multiplier for the matrix. As a result, BISN obtains more reliable estimates of the sparsity pattern of \( K \), and better estimates of the non-zero elements in \( K \), ultimately leading to a more reliable estimate of the covariance matrix. The algorithm only has quadratic computational complexity compared to the cubic complexity of graphical lasso; this substantial reduction in computational complexity is important for real-time applications. The computational complexity is reduced in BISN by applying the stochastic approximation based on matrix randomization.

Whereas the graphical lasso is applied to PECM, the BISN model directly infers the sparse precision matrix from the data (travel times at each link for different taxi rides). In order to apply BISN, we construct a matrix \( X \in \mathbb{R}^{n \times p} \), where \( n \) is a number of observations (i.e., taxi trajectories) and \( p \) is a toyal number of links, and each element \( X_{i,j} \) is an observed travel time for a link \( j \). If a particular link \( j \) is not a part of the trajectory \( i \), the corresponding value \( X_{i,j} \) is missing.

The performance of the algorithm depends on several factors, including sample size and the amount of missing data. In experiments on the synthetic dataset, it was observed that the performance degrades significantly with the increase of missing data percentage. Based on experiments with synthetic data, no covariance structure could be recovered with more than 60% of the values missing.

To control the amount of the missing data in \( X \) we make the following assumption: different taxis can be treated as one vehicle during a short time interval. Under this assumption, we can collapse rows of \( X \) to reduce the proportion of missing values. We collapse rows \( i_1, \ldots, i_{p} \) if start times of all observed trajectories in these rows are within two minutes interval, and none of the links occur in more than one trajectory, and hence each column has at most one non-missing element across rows \( i_1, \ldots, i_{p} \).

We apply BISN in two different ways. In the first case, we construct matrix \( X \) for the 50 trajectories simultaneously. In this way, the number of columns \( p \) equals the number of unique links across 50 trajectories. The algorithm will be evaluated only once for the whole network. We refer to this approach as the "BISN network model".

In the second approach, which we will refer to as "BISN path model", we construct a matrix \( X^P \) for each path \( p \) separately. The matrix \( X^P \) is obtained as a submatrix of \( X \) by selecting columns associated with links that occur in \( P \).

H. Proposed model

Next, we describe the overall proposed model. We compute a set of travel time values for every link in the network by the scaling method (4). Next, we calculate the empirical covariance matrix (PECM) \( S \) and apply the graphical lasso algorithm. As an alternative, we apply BISN to the data matrix \( X \) (network model) and \( X^P \) (path model). Both the graphical lasso and BISN approach lead to sparse precision matrices. The covariance matrices \( \Sigma \) in the Gaussian models are computed as the inverse of those sparse precision matrices. For the copula Gaussian models, we apply the same calculations to the integral-transformed travel times (cf. (9)), resulting in covariance matrices \( \Sigma^C \). The Gaussian model is offered as a comparison, however, the main proposed model is copula Gaussian. We obtain multivariate Gaussian models \( TT_P \) and copula Gaussian models \( TT_P^C \) for the travel times:

\[
TT_P \sim \mathcal{N}(\begin{bmatrix} t_1 & \ldots & t_{|P|} \end{bmatrix}, \Sigma) \tag{11}
\]

\[
TT_P^C \sim \mathcal{CN}(\begin{bmatrix} \tilde{t}_1 & \ldots & \tilde{t}_{|P|} \end{bmatrix}, \Sigma^C).
\]

where \( t_i \) are link travel times from equation (4), \( \tilde{t_i} \) are link travel times transformed with the integral transformation (8) and \( \Sigma \) is the covariance matrix obtained by graphical lasso or BISN. Further reading on the transformation of non-Gaussian variables and Gaussian copulas can be found in [34].

From those models, we generate samples of path travel times as follows. First, we draw samples from the link travel time distributions (3). Specifically, we sample from the (multi-variate) marginal distribution associated with each link, which would be inappropriate, but from the joint travel time distribution instead of all links in the path, which is a marginal distribution of the models (3). For the Gaussian models, we can generate such samples via a standard procedure: first, we sample a vector \( z \) of independent standard normal variables, and then perform spectral decomposition of \( \Sigma \); \( \Sigma = U \Lambda U^\top \). Then, the desired samples \( x \) can be calculated as \( x = \mu + A z \), where \( A = U \Lambda^{\frac{1}{2}} \) and \( \mu \) is the mean vector. To sample from the copula Gaussian models, we apply the inverse transform to the Gaussian samples. At last, we obtain samples for the path travel time by summing the samples of the link travel times,
It does not require computing the ratio of probabilities hence it avoids the mentioned problem of the KL divergence. The Hellinger distance for discrete distributions is similar to the root mean square difference between the square roots of vectors.

IV. RESULTS AND DISCUSSION

After obtaining trajectories by map-matching we split the whole dataset into 1-hour intervals. We chose intervals of 1 hour in order to have sufficient data points for evaluation. We are dealing with sparse trajectories so that a particular path (which consists of several links) will be traversed by a limited number of probe vehicles. We need to consider a larger time interval to be able to compute the empirical distribution. This is not a limitation of the proposed method, but a limitation of the available dataset; for shorter intervals there are fewer trajectories with sufficient coverage for the evaluation. For each of the 50 paths in the test set, we consider only travel times from exact trajectories to be able to compare our model with the ground truth. However, the proposed method does not require full 1-hour data for training which follows from the results in later sections (see Fig. 6), but the evaluation is again done for the 1-hour intervals.

For each time period, we randomly select 70% of the trajectories for training the travel time models. We compare the following models:

- Covariance matrix is diagonal (all links are independent) [Independent],
- PECM is used as a covariance matrix [PECM],
- PECM with values for non-neighboring links set to zero [Neighbors],
- Graphical lasso applied to PECM [Glasso],
- BISN applied to the entire network [BISN (network)],
- BISN applied separately for each path [BISN (path)].

It is possible to transform travel times into Gaussian variables as a preprocessing step with any of the above methods.

A. Gaussian Copulas

First, we study the importance of using Gaussian copulas. It is clear from Table II that copula models have lower KL divergence and hence describe the travel time data more accurately. This can be explained by the fact that observed path travel times do not necessarily follow the Gaussian distribution (see Fig. 3).

B. Graphical Lasso and BISN

Fig. 4 shows empirical and estimated cumulative distribution functions (CDF) for one of the paths. For all methods, travel
times were first transformed into Gaussian random variables. It can be observed that the shape of the BISN CDF is the closest to the empirical CDF.

To compare the graphical lasso algorithm and BISN with baseline methods we analyze the dataset containing 4 full weeks (28 days) of data. Average KL divergence and Hellinger distance for the 50 most traversed trajectories (for which a sufficient number of observations is available) are shown in Table II. It can be seen that the graphical lasso and BISN outperform the baseline methods and BISN (path) performs best. The Independent method performs worst as expected since it doesn’t take into account the dependence between links. BISN (network) performs worse than the graphical lasso, possibly due to the inability to accurately estimate large precision matrices with very limited data. Given such performance of BISN (network), all of the following experiments are performed only for BISN (path) which is later referred to as BISN. PECM and the graphical lasso achieve comparable KL divergence values, however, the Hellinger distance is smaller for the graphical lasso.

Next, we investigate the performance of the proposed models on the future time intervals. To this end, we train the model using the data preceding the 1-hour test interval. We compare different training set sizes (15, 30, 45 and 60 minutes) as well as different gaps between training and test sets (0, 15, 30 and 45 minutes). The results are shown in Fig. 5. It follows that larger gaps between training and test times result in larger errors. At the same time, increasing the duration of the training data beyond 30 min is not effective, as relatively old data is then included in the training dataset. The traffic conditions may have changed in the meantime.

We also investigate how the models perform for trajectories of different lengths. Fig. 6 shows that BISN method performs better especially for longer trajectories. This can be explained by the fact that the BISN approach is able to model the covariance structure better which plays a bigger role for trajectories with more links.

We also found that there exist temporal patterns affecting model performance across different times of the day (see Fig. 7). There is an increase in error during the peak hours. Both the KL divergence and the Hellinger distance show similar patterns. We also observed performance patterns across different days of the week, with Sunday having the largest error.
C. Computational Complexity

Travel time estimation is a real-time task, hence the computational complexity is an important factor. Both the graphical lasso algorithm and BISN require intensive computations. The original formulation of the graphical lasso \([16]\) requires \(O(p^3)\) operations, where \(p\) is the number of variables (road links). On the other hand, BISN has quadratic instead of cubic complexity, since it relies on stochastic approximations by matrix randomization. However, BISN complexity is also dependent on the amount of missing data. The running time of these algorithms is compared in Table III. Experiments were performed on a server with Intel Xeon CPU E5-2690v2 @ 3.00 GHz and 32 GB of RAM. The table shows the average processing time including the necessary preprocessing. It should be noted, however, that the performance of both graphical lasso and BISN heavily depends on the algorithm parameters. We set the \(\alpha\) parameter for the graphical lasso to \(10^{-3}\) (based on preliminary tuning), maximum iterations as \(10^3\) and \(10^4\) for the graphical lasso and BISN respectively, and we set the convergence tolerance to \(10^{-4}\) for both methods.

D. Discussion

We performed several experiments aimed at estimating both current and future states of the road network. Overall, the results show that it is possible to obtain reliable estimates of path travel time distributions using covariance estimation techniques such as the graphical lasso and BISN even on a dataset with a low sampling interval of 1 minute. Fig. 4 shows that the models can accurately estimate the shape of the distribution for a path. Moreover, we observed that BISN on average performs better than the common graphical lasso method (cf. Table II). This table also provides a performance comparison with several baseline methods such as the independent travel times model and the empirical covariance matrix. It also includes results for non-copula models. We confirmed that real-world travel time distributions are typically non-Gaussian (cf. Fig. 3), and can be modeled by Gaussian copulas. We investigated the ability of the proposed model to estimate travel time distributions for future time intervals. As can be seen from Table 5, due to its reasonable computational time, the proposed model can be applied in real-time settings.

For example, the model can be applied to predict travel time distributions based on origin-destination pairs. Previous approaches for path and time inference (such as \([25]\)) can be improved by relaxing assumptions on the distributions, while Fig. 6 shows that the performance on future time intervals can be comparable to estimating the current distributions. The proposed model can also be utilized for notifying travelers about changes in the traffic situation. By updating the current travel time estimates when the new data becomes available, the model would be able to compute expected travel times together with quantiles and other statistics.

We investigated the computation complexity of both graphical lasso and BISN. Despite the theoretical advantage, in our experiments, BISN showed slightly worse running times compared to the graphical lasso. This can be explained by the extreme sparsity of the dataset, since BISN requires more computational time in the presence of missing values. This means that for certain other datasets (with a different structure of sparsity) BISN can become less computationally tractable for real-time use.

V. CONCLUSION AND FUTURE WORKS

In this work, we explored several approaches to modeling travel time distributions by combining Gaussian copulas, the graphical lasso method, and the Bayesian Inference of Sparse Networks (BISN) method. By analyzing GPS data from the Singapore road network, we observed that Gaussian and log-normal distributions are poor approximations of travel time distributions. As an alternative to those standard distributions, we investigated Gaussian copulas. The covariance matrices in those copula models allow us to capture the statistical dependence of travel times across different links. In order to obtain reliable estimates of the covariance matrices from the sparse GPS data, we applied the graphical lasso and, as an alternative, the recently proposed BISN approach. We compared BISN approach with the several baseline models. Numerical results show that the proposed framework yields more reliable travel time models compared to baseline models in terms of KL divergence and Hellinger distance. In our future work, we will build upon these results as part of stochastic routing decision-making.
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